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We present a new preliminary measurement of the inclusive jet cross section in p̄p collisions based
on a integrated luminosity of about 0.8 fb−1. The data were acquired using the DØ detector between
2002 and 2005. Jets are reconstructed using an iterative cone algorithm with radius Rcone = 0.7.
The inclusive jet cross section is presented as a function of transverse jet momentum and rapidity.
Predictions from perturbative QCD in next-to-leading order, plus threshold corrections in the 2-loop
accuracy describe the shape in pT .

Preliminary Results for Spring 2006 Conferences
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FIG. 1: The NLO pQCD predictions using the CTEQ6.1M parametrization [1] for the central inclusive jet cross section in pp̄
collisions at two different center-of-mass energies

√
s (left) and the fractional contributions from different partonic subprocesses

(right).

The production of particle jets in hadron collisions is described by the theory of Quantum Chromodynamics (QCD).
When the transverse jet momentum with respect to the hadron beam direction (pT ) is large, the contributions from
long-distance physics processes with low pT are small and the production rates of jets can be predicted by perturbative
QCD (pQCD). The inclusive jet cross section in pp̄ collisions at large pT is directly sensitive to the strong coupling
constant (αs) and the parton density functions (PDFs) of the proton. Furthermore, potential deviations from the
pQCD prediction at high pT , not explained by PDFs or αs, may indicate new physics beyond the Standard Model. In
Run II of the Fermilab Tevatron Collider the center-of-mass energy was increased to

√
s = 1.96 TeV, as compared to√

s = 1.8 TeV in Run I. The moderate increase in the center-of-mass energy, however, leads to a significant increase in
the inclusive jet cross section at high pT . At pT = 500 GeV/c the cross section is expected to increase by almost 300%
as shown in Figure 1 using the CTEQ parametrization [1] (left). Together with the increased integrated luminosity
in Run II this extends the accessible pT range and allows to test pQCD at previously unexplored energies. The
expectation of the fractional contributions to the inclusive jet cross section from different partonic subprocess are
displayed in Fig. 1 (right), and one of the purposes of the measurement described in this note will be to get a better
constraint of these fractions. It is seen that at low pT the jet cross section is dominated by gluon-gluon and gluon-
quark induced processes, while at high pT quark-quark scattering gives the dominant contribution. At pT =500GeV/c,
however, there is still a contribution of ≈ 30% from gluon-quark scattering, and thus some sensitivity to the gluon
density in the proton which is here probed at large momentum fractions x ≈ 0.5. The measurement is sensitive
to quark and gluon contributions, but is especially interesting to gluon contribution at high-x which can be furher
constrained using this data.

In this note we present an updated preliminary measurements of the inclusive jet cross section at
√

s = 1.96 TeV,
based on a data sample corresponding to an integrated luminosity of about L = 0.8 fb−1. Data were acquired with
the upgraded DØ detector [2] between 2002 and 2005 in Run II of the Fermilab Tevatron. Events used in this analysis
were triggered by single jet triggers, based on energy deposited in calorimeter towers. Data selection was based on
run quality, event properties (missing-ET < 0.7 · pT to remove mostly cosmic background, primary vertex z < 50 cm
to improve jet pT resolution), and jet quality criteria.

This measurement complements earlier inclusive jet cross section measurements by CDF [3] and Tevatron Run
I [4, 5].

Jets were defined by the “Run II cone algorithm” [6] which combines objects (calorimeter towers in the experiment,
stable particles in a Monte Carlo event generator, or partons in a pQCD calculation) within a cone of radius Rcone = 0.7
in rapidity, y, and azimuth, φ, around the cone axis using the “E-scheme” (adding the four-vectors). Every object
serves as a seed which is used as the cone axis for a new proto-jet. The objects inside the cone radius around the axis
are combined into a jet and this procedure is iterated until the jet axis coincides with the cone axis. The four-vectors
of all objects are used as seeds in the first stage of the iterative procedure. The algorithm is re-run using the midpoints
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FIG. 2: The inclusive jet cross section in two rapidity ranges, measured with different jet triggers at different pT thresholds.

between pairs of jets as additional seeds (this makes the procedure infrared safe). Jets with overlapping cones are
merged if the overlap area contains more than 50% of the pT from the lower pT jet, otherwise the objects in the
overlap region are assigned to the nearest jet.

The inclusive jet cross section is measured in two central rapidity regions |yjet| < 0.4 and 0.4 < |yjet| < 0.8. We
note that the data are corrected for underlying events when the jet energy scale is computed. The jet energy scale
corrects for “offset” energies measured using zero-bias events which correspond to uranium noise (jets are measured
with a liquid Argon-Uranium calorimeter), pile-up effects and underlying events because these effects cannot be
distinguished experimentally. Data are corrected for the jet energy scale, selection efficiencies, and for migrations due
to pT resolution. The jet energy scale was determined by minimizing the missing transverse energy in isolated photon
plus jet events. The detector pseudorapidity dependence of the jet energy scale was determined using both dijet and
isolated photon plus jet events. Spectra in pT are fit, in an iterative procedure, with parameterized ansatz functions
and folded with resolutions determined from data. Ratios of the original to the folded ansatz functions are used to
correct the data for folding of resolution effects. Another method using a folded version of PYTHIA [7] using the jet
pT and y resolutions was used to cross check the results.

The contributions from different triggers to the partially corrected jet pT spectra are shown in Fig. 2 (no corrections
for migrations are applied at this stage). Once the jet pT reaches the trigger turn-on point, the spectrum follows the
pT spectra of the triggers with lower thresholds.

As we mentioned, two different methods have been used to unfold the data. The first method uses a four parameter
ansatz function given in Formula 1 convoluted with the jet pT resolution measured directly in data:

f(N, α, β) = N

(

pT

pT0

)

−α (

1 − 2 cosh(yjet,min)pT√
s

)β

exp(−γpT ), (1)

with pT0 = 1 GeV/c and yjet,min chosen to be the minimum jet rapidity in the respective bin (yjet,min = 0.0 or
yjet,min = 0.4). The second method uses PYTHIA events and a fast simulation of the resolution in jet rapidity and
transverse momentum. Results are shown in Fig. 3 and found to be in good agreement between both methods. We
also note the good description of the data by the chosen ansatz. The decrease of the correction factor towards low pT

is explained by the poor pT resolution at low pT .
The dominant uncertainty in the cross section measurement is due to the jet energy scale. Fig. 4 shows the relative

variation of the jet cross section when the jet energy scale is varied by one standard deviation in both directions. In
the photon plus jet sample that was used to calibrate jet energies, jets reach energy up to ≈ 300 GeV. Therefore
the uncertainties are largest at highest pT . The size of the jet energy scale statistical uncertainties will decrease
further in a near future. The jet energy scale used for this measurement was computed using γ+jet events in a
statistically limited sample of about 150 pb−1 and the final determination of jet energy scale corrections using the full
data set of about 1 fb−1 is being finalized. Further sources of uncertainty are due to the data selection and trigger
efficiency, different correction for migrations and the jet pT resolution. In addition, the luminosity measurement has
an uncertainty of 6.5%.
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FIG. 3: Unfolding corrections in the two central rapidity bins. Left plots show relative difference between the data and folded
ansatz function (Eq. 1). Right plots display the derived unfolding correction from the ansatz function (solid lines) and from
folding Pythia jets (open circles) with the pT resolution obtained directly from data.

In the following, we compare the measurement with the next-to-leading (NLO) pQCD predictions with threshold
corrections in the 2-loop accuracy [11]. The NLO pQCD predictions are computed using the program fastNLO
[9] based on nlojet++ [8] and the PDFs from CTEQ6.1M [1] and MRST2004 [10]. The renormalization and
factorization scales are set to the transverse momenta of the individual jets µR = µF = pT . A variation by a
factor of two is considered to be a part of the theoretical uncertainty. The Run II cone algorithm used in this
analysis is infrared safe, therefore allowing to use exactly the same jet algorithm in the calculation that is used in the
experimental measurement. This avoids the ambiguities present in the Run I measurements where the jet definition
was not infrared safe and an Rsep parameter was introduced in the theory calculation which was not matched to the
experimental algorithm.

It is known that the phase space limitations on gluon emission as one goes to large transverse momentum and large
rapidity can lead to potentially large contributions to the jet inclusive cross sections. Such corrections have been
computed using threshold resummation techniques. These calculations have shown that the two loop contributions
to the next-to-next-leading-logarithm are 5–15% [11] and are included in our predictions, except where noted.

Recall that the cross sections are corrected for underlying events. The contributions from soft (“non-perturbative”)
processes to the jet cross section are studied in Fig. 5. Using the pythia [7] model we investigate the relative effects
from hadronization as a function of pT in two regions of rapidity. Hadronization corrections are here defined as the
ratio of the jet cross section after and before hadronization. The study has been redone using the herwig [13] model
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FIG. 4: Relative error on inclusive jet cross section connected to Jet Energy Scale uncertainties (black points, the largest
uncertainty by far), Jet Energy Scale statistical uncertainty only (dashed line), jet pT resolution in blue squares, jet trigger
and cut efficiency in red triangles, and two different method of unfolding in green squares.
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pT in two rapidity regions.

and the results are consistent with the pythia results. The pQCD predictions have been corrected for hadronization
effects using PYTHIA.
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FIG. 6: The inclusive jet cross section, measured in two regions of jet rapidity. Error bars show the total measurement
uncertainty. The data at |yjet| < 0.4 are scaled by a factor of 10 for presentation purposes. The predictions from pQCD are
corrected for hadronization effects and are overlaid on the data as lines.

The preliminary results of the measurement are shown in Fig. 6 as a function of pT in two regions of rapidity. The
data have been scaled to theory at pT =100 GeV/c for |yjet| < 0.4 to remove luminosity uncertainties. The jet cross
section at larger rapidity falls more steeply above pT = 300 GeV/c than in the central region. The predictions from
pQCD are overlaid on the data as red lines.

The ratio of data and theory is shown in Fig. 7. The systematic experimental uncertainties are displayed as
a band; the uncertainty of the pQCD prediction (with and without threshold corrections) due to the choice of the
renormalization and factorization scales is displayed by the dashed and dotted lines in Fig.9; the NLO pQCD prediction
without threshold corrections is overlayed as a dash-dotted line in Fig. 7. The uncertainties of the theory prediction
due to the PDF uncertainties have been determined using the 40 PDF sets from CTEQ6.1 [1], corresponding to up
and down variations of the 20 parameters in the PDF fit. The resulting uncertainties are indicated in Fig. 7 by the
dashed lines; they show a strong increase with pT , especially at larger rapidities. The pQCD results for MRST2004
[10] and Alekhin2002 [12] PDFs are shown as the dotted and dashed lines in Fig. 8, respectively.

The event with the highest pT jet in the data sample is shown in Fig. 10. The leading jet has pT = 624 GeV/c
and is balanced in pT by a second jet which opposite in azimuthal angle. The invariant mass of the dijet system is
Mjj = 1.22 TeV/c

2
. The detailed information is given in the table in Fig. 10.

The theoretical predictions are in good agreement with the data over the whole pT range in both rapidity regions.
Let us note that the high-pT different behavior of the cross section in the two rapidity bins is mainly due to statistical
effects in jet energy scale corrections (we showed in Fig 4 that the main error is statistical at high pT ). Therefore,
there is no correlation between jet energy scale corrections in the two y bins at high jet transverse momentum. The
experimental uncertainties are now competitive with the ones from the proton PDFs, and these data will allow to
further constrain the high-x gluon in particular. The high-pT uncertainty will be further reduced using the full
statistics available to extract the jet energy scale.
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FIG. 7: The ratio of the measured inclusive jet cross section and the pQCD predictions are corrected for hadronization effects
in two regions of jet rapidity. The systematic experimental uncertainty is shown by the shaded band. The NLO prediction
without thresholds corrections are shown as the dash-dotted line. The uncertainty due to the CTEQ6.1M PDFs is indicated
by the dashed lines.
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regions of jet rapidity. The systematic experimental uncertainty is shown by the shaded band. The predictions for MRST2004
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